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Lesson 1: Logical networking

• Creating a logical network

• Creating logical network sites and IP address pools

• Configuring uplink port profiles

• Configuring virtual port profiles

• Creating port classifications

• Relationship between port profiles and logical switches

• Implementing logical switch extensibility

• Configuring logical switches

• Integrating Top-of-Rack switches with VMM

• Deploying Network Controller

• Creating and configuring VM networks



Overview of logical networks

VMs

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Overview of logical networks

• Logical networks are the parent object

• A logical network can have several 

logical network sites

• Each logical network can have multiple 

IP address pools

Logical network

Logical network sites

IP address 

pools



Overview of VLANs

VMs

VM networks

Logical  networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking
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Logical Network Sites



Overview of PVLANs

A PVLAN has three modes:

• The Promiscuous mode can 

communicate with anything

• The isolated mode can communicate 

only with the Promiscuous mode

• The Community mode can 

communicate with the Community 

and Promiscuous modes

Promiscuous mode

Isolated mode Community mode



Overview of logical switches

Virtual Machines

VM Networks

Logical Networks

Hyper-V Hosts +

Logical Switches

Physical Network

(Fabric Networks)

Virtual Port Profiles

(Virtual Adapters)

Virtualized Networking

Uplink Port Profiles

(Physical Adapters)

Logical Network Sites



Overview of logical switches

The VMM logical 

switch is the Hyper-V 

switch + uplink port 

profiles + virtual port 

profiles

Hyper-V switchVMM logical switch

Uplink port profiles

Virtual port profiles

+

+

=



Overview of VM networks

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Overview of VM networks

Logical network

Logical network sites

IP address pools

VM networks

VM networks are 

hosted within a 

logical network



Lesson 2: Managing Software-Defined 
Networking
• Creating a logical network

• Creating logical network sites and IP address pools

• Configuring uplink port profiles

• Configuring virtual port profiles

• Creating port classifications

• Relationship between port profiles and logical switches

• Implementing logical switch extensibility

• Configuring logical switches

• Integrating Top-of-Rack switches with VMM

• Deploying Network Controller

• Creating and configuring VM networks



Creating a logical network

Virtual machines

VM networks

Logical networks
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Creating a logical network

A logical network can 

be created in one of 

three ways: 

• One connected 

network

• An isolated VLAN

• An isolated PVLAN

One connected Network

• Must be used for HNV networks

• Typically used for fabric networks

An isolated VLAN

• Each logical network site VLAN/subnet 

definition is its own VM nNetwork

An isolated PVLAN

• Each logical network site VLAN/subnet 

definition is its own VM network

What type of logical network?



Creating logical network sites and IP 
address pools

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Creating logical network sites and IP 
address pools

Each logical network can have multiple logical 

network sites

Each logical network site must be associated 

with a host group (you cannot have more 

than one logical network site per host group 

per logical network)

Logical network

Logical network site

IP address pool

IP address pool

Logical network site

IP address pool

Logical network site

Host group A

Host group B

Host group A



Configuring uplink port profiles

Virtual machines

VM networks

Logical networks

Hyper-V hosts +
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Configuring uplink port profiles

• Uplink port profiles 

control the teaming 

method used

• They also control 

which logical network 

sites (and logical 

networks) are 

available

Logical network site 1

Logical network site 2

Logical network site 3

Logical network site 4

Logical network site 5

Physical network 

adapters

Uplink port 

profile



Configuring virtual port profiles

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Configuring virtual port profiles

Hyper-V network adapter 

capabilities

• VMQ

• DHCP guard

• Router guard

• What Hyper-V network adapter capabilities do you want included in the virtual port profile? 

• Which bandwidth allocation mode do you want to specify?

Bandwidth modes

- Weighting

- Absolute



Creating port classifications
The tenant sees only the port classification. The VMM admin 

assigns the port classification to a virtual port profile Virtual port profiles

Port classification

Tenant

Virtual port profiles



Relationship between port profiles and 
logical switches

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Relationship between port profiles and 
logical switches

Virtual 

port 

profiles

Port classification

Logical 

switch

Uplink 

port profiles

A logical switch can have 

multiple uplink port profiles 

and multiple port classifications 

(and each port classification can 

be associated with a virtual port 

profile)



Implementing logical switch 
extensibility

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Implementing logical switch extensibility
• The Hyper-V switch is extensible and has three extension types: capturing, 

filtering, and forwarding

• A switch can only have one forwarding extension, but multiple filtering or 

capturing ones

Hyper-V 

switch

Data ingress 

and egress

Capturing Extension

• can capture data for analysis

• can’t drop packets

> 1

> 1

MAX 1 Forward Extension

• includes filtering/capturing functionality 

• can determine the target port

Filtering Extension

• includes capturing functionality

• can drop packets



Configuring logical switches
Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Creating and configuring VM networks

Virtual machines

VM networks

Logical networks

Hyper-V hosts +

logical switches

Physical network

(Fabric networks)

Virtual port profiles

(Virtual adapters)

Virtualized networking

Uplink port profiles

(Physical adapters)

Logical network sites



Configuring logical switches

The logical switch is a reusable 

component that you can apply 

to multiple Hyper-V hosts

Port classification

Hyper-V switch

VMM logical switch =

Uplink port profiles

Virtual port profiles

+

+

Allows converged network via VMM

+

+

Switch extensions (optional)



Integrating Top-of-Rack switches with 
VMM
VMM can monitor connections between Hyper-V hosts and ToR

switches. VMM can identify the switch configuration and evaluate 

whether the VMM logical switches will function as intended.

Server racks

ToR switchesVMM



Overview of Hyper-V Network Virtualization

Server virtualization

• Multiple VMs exist on the 

same physical server

• Each VM is isolated from the 

others

Physical 

server

Test VM Production VM
Test network Production network

Physical 

network

Network virtualization

• Multiple virtual networks exist 

on the same physical network 

• Each virtual network is isolated 

from the others



Overview of Hyper-V Network Virtualization

Provider network (logical network)

Tenant A network

Tenant B network

Tenant C network

• Tenant networks are VM networks that exist inside a provider network

• Each tenant network is isolated from the others



Benefits of network virtualization

• Flexible VM placement

•Multitenant network isolation without VLANs

• IP address reuse

• Live migration across subnets

•Compatibility with existing network infrastructures

• The transparent moving of VMs to a shared IaaS cloud

• The ability to be configured by using Windows PowerShell



Network Controller overview

Host Agent

Hyper-V switch

HNV policies

Network controllers

Tenant 1

Tenant 2

Tenant n



How does network virtualization work?

Host datacenter

Contoso Ltd. Fabrikam Corp
Contoso R&D Net Contoso Sales Net Fabrikam HR Net

Contoso subnet1

Contoso subnet2 Contoso subnet3

Fabrikam subnet5

Fabrikam subnet1

5001

5002 5003

Contoso subnet5

Contoso subnet4

5004

5005

RDID 1 RDID 2 RDID 3

Customer Network

Customer subnet 

5006

5007



Multitenant deployment of network virtualization

SQL 

Server

10.1.1.1

Web

server

10.1.1.2

SQL 

Server

10.1.1.1

Web

server

10.1.1.2

Blue Yonder Airlines

Customer 

Address 

Provider 

Address

10.1.1.1 192.168.1.10

10.1.1.2 192.168.1.12

Woodgrove Bank

Customer 

Address 

Provider 

Address

10.1.1.1 192.168.1.10

10.1.1.2 192.168.1.12

Policy settings Provider address space

Data Center 

Network

Hyper-V Host 1 Hyper-V Host 2

192.168.1.10 192.168.1.12

SQL SQL WEB WEB

10.1.1.1 10.1.1.1 10.1.1.2 10.1.1.2

Customer address spaces

Blue Yonder Airlines

Woodgrove Bank

Define customer address-provider address mappings:

• You specify the Hyper-V server that the virtual machines are running on

• Hyper-V vSwitch applies policies by translating the incoming and outgoing packets

• If a VM is moved, policies are modified accordingly, but The VM configuration stays the same



Deploying Network Controller

1. Create the management logical network

2. Create an IP address pool in the management logical network

3. Create a logical switch

4. Deploy the logical switch

5. Create an SSL certificate

6. Import the Network Controller template into the VMM library

7. Deploy the Network Controller VMM service

8. Add the Network Controller service to VMM



Lesson 3: Understanding network 
function virtualization

• Understanding Software Load Balancing

• Understanding Windows Server Gateway

• Understanding Datacenter Firewall



Understanding Software Load 
Balancing

DIP: 10.10.10.5

DIP: 10.10.20.5

DNS

http://sharepoint.contoso.com

Server farm 1

Server farm 2

Server farm 3

VIP: 107.105.47.60

MUX

MUX

MUX

MUX

MUX

MUX

VIP: 107.105.47.60

Request

Response



Understanding Software Load 
Balancing

System Center 

VMM

Configure

Deploy

Deploy

DSR

ECMP BGP

DIP

DIP

DIP

DIP

DIP

DIP

Network Controller

Health 

Monitor

SLB 

Manager
SLB host 

agent

SLB host 

agent

SLB MUX

Host

Host



Understanding Windows Server 
Gateway

Tenant 1
Public 

Internet

IPsec gateway

Public 

VIP

ToR

Tenant 2 virtual 

network

Tenant 3 virtual 

network

Tenant 1 virtual 

network

SLB 

pool
HNV Gateway 

pool

IPsec tunnel

Private cloud



Understanding Windows Server 
Gateway

Tenant 2
Dedicated 

connection

GRE gateway

GRE VIP

ToR

Tenant 2 virtual 

network

Tenant 3 virtual 

network

Tenant 1 virtual 

network

HNV Gateway 

pool

GRE tunnel

Private cloud



Understanding Windows Server 
Gateway

Shared 

resource

VLAN 

network

Forwarding 

gateway or 

router

ToR

Tenant 2 virtual 

network

Tenant 3 virtual 

network

Tenant 1 virtual 

network

HNV Gateway 

pool

Layer 3 forwarding

Private cloud



Understanding Datacenter Firewall

Northbound interface (REST APIs)

Southbound interface

Distributed Firewall 

Manager

Windows PowerShell

vSwitch

Network adapter Network adapter

Virtual network adapters

Host 1

VM1 VM2 VM3

Host 2

vSwitch

Network adapter Network adapter

Virtual network adapters

VM1 VM2 VM3

Gateway

Policies
Policies

Network Controller



Integrating IP Address Management and VMM
IPAM tracks the IP address consumption and usage in both physical 

and virtual workloads

Hyper-V 

cluster

Logical 

networks

Tenant VM 

networks

IPAM server



Lesson 4: Overview of SDN

• What is SDN?

• Benefits of SDN

• Planning for SDN

• Deploying SDN by using scripts



What is SDN?

• SDN enables you to:

• Virtualize the network layer in a datacenter

• Define polices for the physical and virtual networks

• Manage the virtualized network infrastructure

• The SDN solution includes:

• Network Controller

• Hyper-V Network Virtualization

• Hyper-V Virtual Switch

• RRAS Multitenant Gateway

• NIC Teaming

• Operations Manager

• Virtual Machine Manager

• Windows Server Gateway



Benefits of SDN

•Challenges faced by many IT departments today include:
• Resources are finite

• Resources are inflexible

• Mistakes are expensive

• Networks are not always secure

• SDN overcomes these challenges and enables you to be:

• Flexible

• Efficient

• Scalable



Planning for SDN

You must plan the following aspects of your Software Defined 

Networking configuration: 

• Management and HNV Provider logical networks

• Logical networks for gateways and the SLB

• Logical networks required for RDMA-based storage

• Routing infrastructure

• Default gateways

• Network hardware



Planning for Software Defined 
Networking



Deploying SDN by using scripts

Use the following high-level procedure to deploy SDN:

1. Install host networking and validate the configuration

2. Run SDN Express scripts and validate setup

3. Deploy a sample tenant workload and validate deployment



Lesson 5: Implementing network 
virtualization

• What is network virtualization?

• Benefits of network virtualization

• What is Generic Route Encapsulation?

• What are network virtualization policies?



What is network virtualization?

Server virtualization:

• Multiple virtual machines 
on the same physical 
server

• Each virtual machine is 
isolated from others

Network virtualization:

• Multiple virtual networks on 
the same physical network 

• Each virtual network is 
isolated from others

Physical 

server

Test virtual 

machine
Production virtual 

machine Test network Production network

Physical 

network



Benefits of network virtualization
• Flexible virtual machine placement

•Multitenant network isolation without VLANs

• IP address reuse

• Live migration across subnets

•Compatibility with existing network infrastructure

• Transparent moving of virtual machines to a shared IaaS cloud

• Support for resource metering

•Configuration by using Windows PowerShell or by using Virtual 

Machine Manager



What is Generic Route Encapsulation?

• CA space is based on virtual machine configuration

• Provider address space is based on physical network and is not visible to the 

virtual machines



What are network virtualization 
policies?

Define CA-PA mappings:

• Specify the Hyper-V server on which the virtual machines are running

• Hyper-V implements policies by translating incoming and outgoing packets

• If a virtual machine is moved, policies are modified, but the virtual machine 

configuration stays the same

SQL 10.1.1.1

WEB 10.1.1.2

SQL 10.1.1.1

WEB 10.1.1.2

Contoso, Ltd.

CA PA VSID

10.1.1.1 192.168.1.10 5001

10.1.1.2 198.168.1.12

Woodgrove Bank

CA PA VSID

10.1.1.1 192.168.1.10 6001

10.1.1.2 192.168.1.12

Policy settings PA space

Datacenter 

network

Hyper-V Host 1 Hyper-V Host 2

192.168.1.10 192.168.1.12

SQL SQL WEB WEB

10.1.1.1 10.1.1.1 10.1.1.2 10.1.1.2

CA spaces



Hvala na pažnji!
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